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LONG-TERM GOALS
To use one or more digital video cameras (and other sensors as necessary) to produce 3D information of underwater scenes and to be able to transmit that information through the water at realistic rates for human understanding.

OBJECTIVES
Using the images from one or more digital video cameras attached to an autonomous underwater vehicle (AUV) to provide a navigation record of the vehicle track. To mosaic the acquired images giving a single image of the traversed scene corrected for camera distortions and vehicle motion. The subsequent single image should give high compression for through water communication to other vehicles. In addition, the single image would allow reconstruction of the original video. 

APPROACH
The Fortkey group comprises three postdoctoral electrical engineers and an electronics engineer. Close collaboration with a team of engineers at Subsea 7 in Aberdeen, Scotland and researchers and engineers at the Naval Undersea Warfare Centre (NUWC), Newport RI forms the combined team.

In addition, an ONRIFO mentor was appointed to keep track of efforts and progress and also to ensure efficient and regular communication between relevant groups in the USA and UK. This has been very beneficial.

The technical approach adopted has been to explore software algorithms using dry land tests, whilst considerations of lighting, camera positions and other sensors on the AUV have been developed in parallel. Problems of camera calibration and image correction were addressed. The use of secondary sensors such as roll, pitch, yaw gyros and sonar altimeters to provide independent information to the camera motion was also investigated. Combination of all these approaches was then done for sea trials.

WORK COMPLETED

A mosaicing algorithm was developed to provide highly accurate sub-pixel estimations of translations, rotations, and scaling between adjacent frames in a video sequence.  This algorithm was developed to be suited to the type of unstructured scene typical of video images of the seafloor.  Highly optimised software implementing this algorithm was developed, which enables real-time estimation of the mosaicing parameters in software.

Software to provide automated calibration of the optical distortions generated by the video camera and underwater housing unit was developed.  The camera calibration may be achieved in a small test tank by using the camera/housing unit to obtain several images of a “chessboard” target from different viewpoints.  This software consisted of a user interface which enables the user to select the 4 corner points in each target image.  The software automatically detects the corners of all the grids in the target image and uses this information to generate an estimate of the optical distortion coefficients, which may then be used to correct the video frames prior to mosaicing.  

Work was undertaken to compensate the effects of platform pitch and roll on the appearance of the video frame.  Changes in the platform attitude give rise to a perspective distortion and a change in the apparent height of the camera over the seafloor.  Both these effects will degrade the accuracy of the generated mosaic.  The work consisted of evaluating and trialling different sensor packages to estimate the platform pitch and roll angles, and the development of algorithms to reproject the video frame at a constant attitude and height.  Work was also undertaken to develop a means for synchronizing the sensors and video data.

Software was developed that enabled the estimation of the “beam pattern” of the underwater lighting and its subsequent removal from the final mosaiced image.

Algorithms and software including user interfaces were developed to enable the measurement of physical dimensions from the mosaiced image and thereby to determine positional information from the mosaic parameters.

A number of trials were conducted to validate the software and hardware and to determine the accuracy of the system.  These trials consisted of a number of trials on land over a variety of terrains and with different sensor packages, a trial conducted in a large (12m diameter) test tank using camera and sensors mounted on a remotely-operated-vehicle (ROV) and a number of offshore trials conducted in the North Sea using the ROV.

Algorithms and software were developed to enable the generation of a highly compressed video sequence from the mosaic image and estimated parameters.

Some work was undertaken to study the use of the video mosaicing system for the inspection of ship’s hulls and wrecks.  Data was obtained from a detailed survey of a wrecked vessel and several video mosaics were produced which enabled the generation of highly detailed large scale images of the entire ship and therefore the measurement of dimensions and positions of features on the ship.

PERSONNEL EXCHANGES AND TRAVEL COMPLETED 

Table 1. Summary of personnel exchanges and travel conducted under this NICOP.

	Name
	Home Institution
	Institution/

Location Visited
	Scientific/Technical

Purpose of visit
	Dates

(mm/dd/yy)

	Dr. Greg Jones
	NUWC
	Fortkey
	Progress, Collaboration with NUWC scientists
	10/23/2002 –

10/25/2002

	Dr. T. Gorgas
	Hawaii National 

Energy Institute
	Fortkey
	AUV technology,

Chirp analysis
	11/25/2002 –

11/27/2002

	Dr. L. Linnett
	Fortkey
	SPAWAR,

San Diego
	Present lecture on multiple chirp analysis
	04/29/2003 –

04/30/2003

	Dr. S. Morrison

Dr. L. Linnett
	Fortkey
	NUWC
	Present results on Image mosaicing
	05/10/2003 –

05/16/2003

	Dr. L. Linnett
	Fortkey
	NUWC
	Present results and arrange next phase
	07/17/2003 –

07/21/2003


RESULTS

Figure 1 portrays a schematic diagram for the camera, instruments and high level processes outlined in the previous section, together with an image showing this camera/sensor setup used in testing.
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Figure 1: Schematic of system setup together with image of test rig used.

Initial tests performed on land were designed to test the software over rough terrain, with the camera and sensor rig mounted on an unstable platform.  Movement intended to model that of a Remotely Operated Vehicle (ROV) was imposed during the test runs.  This involved the rig undergoing random pitch, roll and height variations, all of which were compensated for with the fusion of the sensor and video datasets.  During this test circular, straight, and figure of eight (FOE) runs were performed between two points separated by a distance of 20m.  Given this the circular runs (from the start and via the 10m midway point) covered a distance of approximately 30m, and the FOE runs (subtending the full 20m distance and back again) approximately 60m.  A mosaic produced of a FOE run is shown in figure 2, with the central portion zoomed in to show the overlap region in detail.  The results of these trials demonstrated accuracies in the order of 2cm over a 30m path length.


[image: image3]
Figure 2: Figure of eight test run over rough ground where the total distance travelled is approximately 60m.

Further to the above, underwater trials were performed in a 12m diameter, 8m deep tank, where the rig shown in figure 1 was mounted onto the front of an ROV.  Again circle trials were performed; these were intended to show that after performing a loop of the tank the mosaic returns to the initial position accurately.  Also performed was a raster scan of the bottom of the tank with a view to building an image of the tank floor in its entirety.  The final mosaic of this test, together with the navigational data produced from the fusion of the sensor and image datasets, is shown in figure 3; note that the positional information was achieved from the video data.  This data was gather over a seven minute period, with the total distance travelled being 110m.

These trials have demonstrated the high accuracy measurements achievable through the fully automated integration of the sensor and video data.  The measurements were made by combining the altimeter information with the camera calibration parameters to provide a direct relationship relating to the actual distance subtended by the pixels in the final mosaic.  

Sea trials have been performed to evaluate this approach in a sub-sea environment.  These trials have shown the importance of lighting and its position relative to the camera.  Firstly, the amount of lighting determines how close to the seabed the ROV can travel.  If the ROV travels close to the seabed there is a greater likelihood of collision, which would result in increased turbidity in the water column. Secondly, the position of the lighting determines the volume of backscatter evident in the water column.  If the lights are positioned closely to the camera, the intensity from backscatter obscures that reflected from the seabed.
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Figure 3: (left) Underwater mosaic produced from video capture while the ROV performed a raster flight path, (right) navigational track produced whilst constructing the mosaic.

IMPACT/APPLICATIONS

The Naval Underwater Warfare Center (NUWC), Newport Rhode Island and the United States Coastguard have expressed interest in developing the video mosaicing technology for application in ship’s hull inspection for security, maintenance and customs operations.  The mosaicing application may be used in offshore applications such as pipeline inspection and spool-piece metrology.  The technology may also be used as a basis for vision based navigation in low cost space vehicles such as the Mars balloon surveyor under proposal by the European Space Agency.  Other applications include the surveying of roads and runways for damage inspection and monitoring.

TRANSITIONS

We are currently transitioning the current work into a vehicle at NUWC, Rhode Island. 

RELATED PROJECTS

There are several related mosaicing projects currently underway.  Firstly, an under vehicle inspection system is being developed which utilises multiple cameras to provide an image of the underside of a vehicle in close to real time.  Also, a road inspection system is being investigated which again makes use of multiple cameras spanning the road.  In this system GPS positioning information is used to collate the mosaic road data with a map reference.  An accident investigation project for the Department for Transport (UK) has been undertaken.  Work is also progressing on developing a ships hull inspection system with the NUWC, Newport Rhode Island and the United States Coastguard .

PUBLICATIONS

Linnett, L.M. (2003) “Underwater Vehicles for Information Retrieval”, 1st IFAC Workshop, Guidance and Control of Underwater Vehicles, GCUV2003, 9-11 April, pp 5-16.

Linnett, L.M., Morrison, S. and Clarke, S.J. (2003) “Imaging and Measuring the Seabed”, Unmanned Underwater Vehicle Showcase, UUVS2003, 24-25 September.

PATENTS

Patent No.: PCT/GB2003/004163, “Imaging and Measurement System”, File data: 29 September 2003, Glasgow Patent Office.
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