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Introduction 

Eurospeech '03 - the 8th European Conference on Speech Communications and Technology was held on 1 - 4 September 2003 at the International Conference Center of Geneva (CCIG) in Geneva, Switzerland.  It was chaired by Prof. Herve Boulard of the Swiss Federal Institute of Technology at Lausanne in Switzerland, and the vice-chair was Prof. Maghi King of the University of Geneva.
There were over 1,100 registered participants.  Of the 1,081 submitted papers, 743 were accepted and presented.  The conference had 27 oral sessions, 33 poster sessions, 11 special sessions, 6 tutorials, and 2 keynote speakers.

The objective of the organizers was to create an "InterSpeech Event" in a spirit of cooperation between the International Speech Communication Association (ISCA) and the Permanent Council of the International Conferences on Spoken Language Processing (PC-ICSLP).
Sponsoring Organizations included:

    - International Speech Communication Association (ISCA), 
    - IDIAP (Dalle Molle Institute for Perceptual Artificial Intelligence),

    - University of Geneva,

    - EPFL (Swiss Federal Institute of Technology at Lausanne), and the

    - Office of Naval Research Global.

The central themes of the program included:


               - Linguistic Modelling of Spoken Language Speech Production


- Speech Perception


- Discourse and Dialogue


- Signal Analysis, Processing, and Feature Estimation


- Speech Recognition and Understanding


- Speech Generation and Synthesis


- Spoken Dialogue System


- Speech Generation and Synthesis


- Resources, Assessment, and Standards


- Other Applications of Spoken Language Processing

The Tutorial Day program featured six in-depth tutorials from world-class experts in their field, and provided valuable up-to-date overviews of a wide range of topics - covering: 


State-of-the-art in Language Modeling



by Joshua Goodman, Microsoft Research, 


Introduction to VoiceXML—The markup Language for web-based voice applications



by Jim Larson, Intel Corporation,


Adaptive Learning: Technology and Challenges for ASR and SLU



by Giuseppe Riccardi et al., AT&T Research Labs,


Markup Languages Voice XML and SALT



by Jin Liu and Felix Burkhardt, T-Systems,


Conversational and Multimodal User Interaction



by David Nahamoo and T.V. Raman, IBM Research, and


Tools for Annotating Natural Interactivity Corpora



by Niels Ole Bernsen et al., University of Southern Denmark.

Each attendee received a conference program containing abstracts of all papers presented by each of the speakers, and a CD-ROM containing all of the papers themselves.

There is a conference web site at http://www.symporg.ch/eurospeech/default.asp .  At this site, you'll find a listing of the conference's very impressive organizing committee and scientific review committee.

In two years, the 9th Eurospeech Conference (called InterSpeech-2005) on the topic of "Ubiquitous Speech Processing" will be held on 4-8 September 2005, Lisbon, Portugal.  The preliminary conference web site url is  http://www.interspeech2005.org.

Defense Relevance

In its simplest form, a decision support system is basically a hierarchy of communications links between low-level "information gatherers" and the top-level "decision maker".  In a convoy of Navy ships, for example, this hierarchy would stretch from various low-level subsystem operators

(e.g., sonar operators, radar operators, aircraft pilots, weapons fire control stations) through various mid-level officers (e.g., intelligence analysts,  battle planners), up to the commanding officer on the flagship.  While these communications links frequently involve graphics and video, the overwhelmingly predominant mode of communications is speech - operators at consoles talking either across the room to the local junior officer in charge or into a microphone to other officers at remote locations throughout the fleet.  Important engagement decisions are made on the basis of verbal communications progressing through this hierarchy.  This communications structure works well most of the time.  But events can occur which severely degrade this vital communications linkage at precisely the time that it is needed the most.  For example,

a.)
In a real battle, this verbal communication takes place in a very noisy harsh environment.  Sounds of explosions, low-flying aircraft, and emergency crews yelling orders can dominate the acoustic environment on which this decision-support information flow depends.

b.)
In a real battle, voice patterns deviate markedly from normal as high stress levels (or possibly panic) introduce an element that was not present during routine training.

c.)
In a real battle, casualties can occur and the manning of various nodes of this communications hierarchy will change.  When an officer hears a strange unknown voice instead of the one expected, he might at first tune-it-out as a distraction before realizing that this new voice carries vital information.

d.)
A real battle is a very dynamic rapidly evolving environment, and unexpected events frequently occur.  Verbal communications patterns then must necessarily deviate from those learned in training to accommodate new modes of response.

Yet despite the ubiquity of speech communications in decision support, very little research has been done on ways to improve the efficiency and reliability of such an intricate structure.  Research needs to be performed on (a) how best to derive knowledge and interpretation of the tactical and

operational pictures (e.g., Who is talking to whom?  When? Where? How much?  About what? etc.), (b) how best to sort, filter, and visualize all of this verbal communications as it relates to the common operational picture, and (c) how best to improve battlespace deconfliction through automatic platform

identification, speaker identification, language identification, and topic spotting to rapidly determine threat versus friendly forces.  Hence, conferences such as EuroSpeech'03 are a valuable forum permitting researchers in this vital field to exchange ideas

It is not my intent to review all presentations - but to concentrate on some worthwhile points made by a few.  These points, in my opinion, best illustrate the issues being addressed and the proposed future research directions.  Obviously, my personal interest in the signal-processing aspects of speech and hearing has colored my selection of presentations to highlight.

The Eurospeech and ICSLP Merger

The BIG topic of conversation at this meeting was the merger of the "Eurospeech" conference series and the "International Conferences on Spoken Language Processing" series.  In his welcoming speech, Prof. Dr. Sadaoki Furui, president of the International Speech Communication Association (ISCA), provided the following background:  He remarked that the Eurospeech series of conferences has established itself as one of the major international conferences on speech communication science and technology.  From the first gathering in Paris in 1989, each subsequent conference – Geneva ’91, Berlin ’93, Madrid ’95, Rhodes ’97, Budapest ’99 and Aalborg ’01 – has kept it’s own style as well as adding new ideas to the overall format.

The International Speech Communication Association (ISCA) was founded 15 years ago as ESCA (European Speech Communication Association).  ESCA has evolved from a small EEC-supported European organization to a fully independent and self-supporting international association. In 1999, ESCA changed its name to ISCA (International Speech Communication Association). The main goal of the Association is “to promote Speech Communication Science and Technology, both in the industrial and academic areas”, covering all aspects of speech communication (acoustics, phonetics, phonology, linguistics, natural language processing, artificial intelligence, cognitive science, signal processing, pattern recognition, etc.).

In 2002, the ISCA board and PC-ICSLP (Permanent Council of International Conferences on Spoken Language Processing) agreed to merge Eurospeech and ICSLP under the name “InterSpeech Events”.   Future InterSpeech Events that have already been scheduled are ICSLP 2004 in Jeju, Korea, and Eurospeech 2005 in Lisbon, Portugal.

Communication Acoustics: Audio Goes Cognitive
Professor Jens Blauert recently retired from the Rohr University in Germany and is now living the life of a professor emeritus.  Currently, his fields of interest include binaural technology, models of binaural hearing, architectural acoustics, noise engineering, product-sound design, speech technology, virtual environments and telepresence. He authored or co-authored more than 140 papers and monographs; he has been awarded several patents, and is a co-founder and current president of the German Acoustical Society.

In this medalist keynote talk, he gave a wonderful historic overview of the development of acoustics and speech.  He started by pointing out that in 1904 Lord Raleigh received the Nobel Prize for the mathematical foundations of acoustics.  At that time, people thought that everything in acoustics had been done.  Yet it was after that time, that all of the truly remarkable inventions in acoustics took place (e.g., the amplifier, recorder, electro-acoustics, audio engineering).  It was 1936 when the Nobel Prize in Medicine (since there isn't one in Engineering) was awarded for the tracking of the human cochlea.

At the start of his professional interest in acoustics, he viewed audio engineering as a simple communications/storage problem.  That is, consider a computational auditory scene analysis (CASA) system which uses a DSP chip (and associated memory) to convert the output of a pair of microphones into measured parameters.  These parameters are then stored or transmitted, until a receiver unit feeds them into an auditory virtual reality (AVR) system which uses a DSP chip (and associated memory) to convert the parameters into audio waveforms fed into a pair of headphones.  He viewed auditory engineering as simply developing sufficiently powerful DSP algorithms such that the audio played in the headphones is identical to the audio received by the microphones - with a minimal parametric representation in the communications/storage link.  As he proceeded down this path, he soon realized that the problem was extremely rich (mainly due to the richness of the human hearing system), and that cognitive and multimodal phenomena have to be considered in both audio analysis and synthesis.  He discovered the significant role audio signal processing, symbolic processing, and content processing play in this process.  He and his students have spent the last 30 years pursuing these knowledge-based and multimodal algorithms.

His presentation explored how the branch of acoustics which relates the information technologies has experienced a dramatic evolution over the past 30 years. Using multimodal synthesis tools to manufacture auditory scenes, one can provide an astonishing amount of perceptual plausibility, presence, and immersion.  These synthesis tools are capable of simulating, in addition to sound, the senses of touch, vision, and even the illusion of movement.  The synthesis systems are parameter controlled and often interactive.  Potential applications of auditory virtual reality systems are (1) a pilot's assistant (providing audio clues to orientation and altitude), (2) modeling room acoustic effects, (3) a simulator for automobile, room, and concert-hall effects, and (4) the design and planning of new concert halls, meeting rooms, etc.

Speech and Language Processing: Where have we Been and Where are we Going?

Kenneth Church of AT&T Labs-Research in the U.S.A. 

Can we use the past to predict the future?  Moore’s Law is a great example: performance doubles and prices halve approximately every 18 months.  We have become accustomed to incredible improvements in disks, memory, CPU cycles, network bandwidth, etc.  The time constant varies considerably depending on physical limitations, market forces, and other factors.  This trend has held up well to the test of time and is expected to continue for some time.  

Similar arguments can be found in speech demonstrating consistent progress over decades.  Unfortunately, there are also cases where history repeats itself, as well as major dislocations - fundamental changes that invalidate fundamental assumptions.  Extrapolating from Moore's law, petabyte memories are coming!  A petabyte costs $2,000,000 today; but in a decade it will cost $2,000.  What will happen when petabytes become a commodity?  An entire semiconductor industry infrastructure is established to develop and supply this capability.  Can demand keep up with supply? If not, prices will collapse and there will be an industry meltdown.  How much text and speech would it take to match this supply?  What will everyone do with their own petabyte?  A petabyte per lifetime is about 18 megabytes per minute.  It is hard to imagine how we could all produce or consume 18 megabytes per minute per capita forever.

This was a very thought provoking presentation.  The ramifications of this imbalance of supply and demand will be felt very heavily in the next decade.  PDF files of his paper and vugraphs are at  http://www.research.att.com/~kwc/publications.html .  (They are the 50th item listed in his publications under "Conference Proceedings".)

Auditory Principles in Speech Processing – Do Computers Need Silicon Ears?
Birger Kollmeier of the Universität Oldenburg in Germany gave a brief review of speech processing techniques that are based on auditory models with an emphasis on applications of the “Oldenburg perception model”, i.e., objective assessment of subjective sound quality for speech and audio codecs, automatic speech recognition, SNR estimation, and hearing aids.

He started out using the classical auditory model of spectral filtering with forward/backward masking.  But he soon learned that this model misses several important acoustic effects - namely temporal processing, modulation processing, time/frequency processing, binaural processing, and cognitive effects.  He (and his students) developed the "Oldenburg perception model" to take into account all of these issues.  His talk described this model and showed its applications to future hearing-aid designs.
Assessment

The city of Geneva is set in one of the most enchanting countrysides, beside one of Europe’s largest lakes and is surrounded by majestic mountains. Geneva is also the ideal gateway for discovering the beautiful scenery of the surrounding lake and mountain region, including the famous Mont-Blanc.

This is a community that is seeking novel ideas.  They realize that simply fine tuning their present approaches will not get them over the next major hurdle in accurate speech recognition in noisy reverberant environments.  It seemed to me that all presentations whose title hinted of a truly novel idea were marked by a rapid arrival of attendees immediately beforehand and a rapid departure immediately afterwards as attendees left their primary sessions of interest to evaluate this novel idea.

This conference was extremely useful in bringing together experts from diverse backgrounds and facilitating their interaction to explore this new field of study.  In addition to the expected speech and hearing experts present, scientists representing the fields of human physiology, cognitive science, neuroscience, psychology, and computing science were actively involved.  I greatly enjoyed the conference and was very impressed with the high technical calibre of the leaders, presenters, and attendees.  As usual, a great deal of very useful information exchange took place over meals and coffee.
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Dr. Bromley's tour-of-duty at ONRG completed shortly after this conference.  His new address is:
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email: keith.bromley@navy.mil

The Office of Naval Research Global is dedicated to providing current information on global science and technology developments. Our World Wide Web home page contains information about international activities, conferences, and newsletters. The opinions and assessments in this report are solely those of the authors and do not necessarily reflect official U.S. Government, U.S. Navy or ONRG positions.

Return to ONRG Newsletters
