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Introduction

The 10th European PVM/MPI Users' Group Conference was held on 29 September - 2 October 2003 on San Servolo Island - a ten-minute boat ride from Venice, Italy.  The conference's general chair was Jack Dongarra of the University of Tennessee in Knoxville, USA.  The conference's two program co-chairs were Domenico Laforenza of the ISTI C.N.R. in Pisa, Italy and Salvatore Orlando of the Ca' Foscari University in Venice, Italy.  The program committee consisted of over 50 renowned scientists in parallel computing research.  One of the conference sponsors was the Office of Naval Research Global.

There were 126 attendees from many countries.  (I would estimate one third from the USA, one third from Europe, and one third from everywhere else.)  There were 64 formal presentations (each about 20 minutes duration) over three days primarily in two parallel tracks.  Also, there were 6 invited talks interspersed through the conference, 16 poster papers in two sessions, and 4 tutorials on the prior day.

Technical Focus

This conference is a forum for the users and developers of PVM (Parallel Virtual Machine), MPI (Message Passing Interface), and other message-passing programming environments commonly used in programming parallel and distributed computers.  It typically deals with various aspects of High-Performance Computers (HPCs) and their application. This year, the scope of the conference was extended to specifically include Cluster and Grid Computing.  Conference topics included: 
· Parallel algorithms using the message-passing paradigm,

· Parallel applications in science and engineering,

· Parallel data mining applications,

· Latest extensions and improvements to PVM and MPI,

· PVM/MPI in Clusters and Grids,

· Tools for PVM and MPI,

· Performance evaluation of PVM and MPI,

· PVM and MPI implementation issues, and

· Novel message-passing paradigms for Grids and P2P.

Mode information on PVM can be found at http://www.csm.ornl.gov/pvm and more information on MPI can be found at http://www-unix.mcs.anl.gov/mpi/.

Conference History and Proceedings

These meetings are held annually and are rotated among various cities throughout Europe.  The previous ones were held at:

· 2002
29 September - 2 October
Linz, 

Austria 

· 2001
23-26 September 

Santorin, 
Greece 

· 2000
10-13 September

Balatonfuered, 
Hungary  

· 1999
26-29 September

Barcelona, 
Spain:  

· 1998
7-9 September


Liverpool, 
United Kingdom 

· 1997
3-5 November


Krakow, 
Poland 

· 1996
7-9 October


Munich, 
German 

· 1995
19-21 September

Lyon, 

France 


1994
9-11 October


Rome, 

Italy

This was the tenth such meeting, and the chairman (Jack Dongarra) noted in his introductory remarks that he was pleased to return to the country where he chaired the first such meeting in Rome, Italy ten years earlier.  The next conference ( Euro PVM/MPI '04 ) will be held on 19-22 September 2004 in Budapest, Hungary.

There is a conference web site at http://www.dsi.unive.it/pvmmpi03/ .  In particular, the url http://www.dsi.unive.it/pvmmpi03/post.php contains the vugraphs for the tutorials and invited papers.

The conference proceedings are published annually by Springer-Verlag in the Lecture Notes in Computer Science series.  The specific reference for this conference will be:

J. Dongarra, D. Laforenza, S. Orlando (Eds.).
Recent Advances in Parallel Virtual Machine and Message Passing Interface: 10th European PVM/MPI Users' Group Meeting, Venice, Italy, September 29 - October 2, 2003. Proceedings.
LNCS 2840, Springer-Verlag.
http://www.springerlink.com/openurl.asp?genre=issue&issn=0302-9743&volume=2840&issue=preprint.

Some of the proceedings of the past conferences are also available online:

· EuroPVM/MPI 2002
LNCS 2474, Kranzlmüller, Kacsuk, Dongarra, Volkert:
http://link.springer.de/link/service/series/0558/tocs/t2131.htm 

· EuroPVM/MPI 2001
LNCS 2131, Cotronis, Dongarra
http://link.springer.de/link/service/series/0558/tocs/t2131.htm 

· EuroPVM/MPI 2000
LNCS 1908, Dongarra, Kacsuk, Podhorszki 
http://link.springer.de/link/service/series/0558/tocs/t1908.htm 

· EuroPVM/MPI 1999
LNCS 1697, Dongarra, Luque, Margalef
http://www.springer.de/cgi-bin/search_book.pl?isbn=3-540-66549-8 

· EuroPVM/MPI 1998
LNCS 1497, Alexandrov, Dongarra
http://www.springer.de/cgi-bin/search_book.pl?isbn=3-540-65041-5 

· EuroPVM/MPI 1997
LNCS 1332, Bubak, Dongarra, Wasniewski
http://www.springer.de/cgi-bin/search_book.pl?isbn=3-540-63697-8 

· EuroPVM 1996
LNCS 1156, Bode, Dongarra, Ludwig, Sunderam
http://www.springer.de/cgi-bin/search_book.pl?isbn=3-540-61779-5 

Invited Talks

It is not my intent to review all presentations - but to concentrate on some worthwhile points made by the invited speakers.  These points, in my opinion, best illustrate the issues being addressed and the proposed future research directions of this community.

Messaging Systems: Parallel Computing, the Internet, and the Grid

Prof. Geoffrey Fox of the Indiana University in Bloomington, IN in the U.S.A. has spent most of his professional career developing experimental message handlers - all the way back to the pioneering days of parallel computing when he developed the EXPRESS programming environment for the original CalTech hypercube (along with Chuck Seitz).  He started his talk with the following simple observation:


Computer System Type


Latency

Cost

classic massively parallel computers
1 microsec
high


classic grids



0.1 millisec
medium


classic clusters



100 millisec
low

We are being driven by cost considerations towards the use of classic clusters; yet the penalty we pay for this is a factor of ten-to-the-fifth in latency.  Effective use of this architecture therefore mandates that the application software must take into account the long inter-processor latency.  The traditional PVM and MPI message-passing paradigm has aimed at the "classic massively parallel computers" architecture with its very short latency.  What is needed is a new message-passing paradigm for use in "classic clusters" that facilitates software routing handling streams of messages.  One of Geoffrey's students has developed such a paradigm.  It is called "NaradaBrokering" and is based upon the publish/subscribe model.  It is open source; it is order preserving; and it maps between protocols.  The next major release will coincide with the SuperComputing '03 conference in November 2003.

Further information can be found at the web site  http://www.naradabrokering.org/  .

Geoffrey's second major point was an impassioned plea for all software developers to write their interactive programs, not as standard applications (based upon interrupts), but as web services (based on messages).  In this context, a message is just an "exposed interrupt".  Interrupts tend to be hardware-specific and OS-specific whereas messages can abstract out these low level dependencies.  All developers should use the "Web Services Model" wherein (a) applications publish messages, (b) agents subscribe to these messages and publish more messages, and (c) clients subscribe to these messages.

Petascale Virtual Machines

Al Geist is the leader of the Network & Cluster Computing Group of the Computer Science and Mathematics Division of the Oak Ridge National Laboratory in the U.S.A.  He described the Harness Project which is developing the next generation distributed virtual machine environment beyond the PVM paradigm.  More information can be found at http://www.csm.ornl.gov/~geist  or at the page http://www.csm.ornl.gov/harness/ .  

The Harness Project explores dynamic capabilities beyond what PVM can supply. It is focused on developing three key capabilities within the framework of a heterogeneous distributed computing environment that includes (like PVM) everything from laptops running Windows to multiprocessor supercomputers running Unix.  These three key research areas are the development of:
(1) a Parallel plug-in interface that allows users or applications to dynamically customize, adapt, and extend the environments features,

(2) Distributed peer-to-peer control that prevents single point of failure (in contrast to typical client/server control schemes), and

(3) Multiple distributed virtual machines that can collaborate, merge, or split. This feature provides a framework for collaborative simulations.

Much of Al's research is funded by the DoE's "Genomes to Life" project which is funded at a level of about $100M / year.  (Other scientists, working with much leaner budgets, were very envious!)

Future Developments in MPI

Dr. William Gropp, of the Argonne National Laboratory in the U.S.A. started by proudly stating the obvious point that MPI is a huge success!  He then went on to recommend how to address scalability of parallel systems within the context of MPI.  

He observed that good implementations of MPI have a few microseconds of latency - which at first blush seems terrible compared to the nanosecond clock ticks of modern CPUs, but is actually close to the typical memory-access times (say 100 nanosec) of modern systems.  If a computer system is operating at the gigahertz clock speed of the CPU, then the distance a signal can travel in one clock cycle is about 12 centimeters (assuming perfect speed-of-light propagation).  It therefore might take about 100 clock cycles for a signal to travel from one end of a reasonably-sized cluster to the other.  Message-passing paradigms need to account for this latency in order to provide scalability up to hundreds or thousands of nodes.  One way to achieve this is to separate out the initiation and completion of a memory access or of a message transfer.  MPI was designed to allow this (in its use of the put, get, and accumulate operations.  MPICH2 version 3.0 will facilitate this and will be introduced at the SuperComputing'03 conference in November 2003.

Integrating Scalable Process Management into Component-Based Systems Software

Ewing Lusk of the Argonne National Laboratory in the U.S.A. overviewed the Scalable Systems Software project which is part of the DoE's SciDAC program.  SciDAC is a five-year program (launched in 2001) to develop the Scientific Computing Software and Hardware Infrastructure needed to use terascale computers to advance the DoE's research programs in basic energy sciences, biological and environmental research, fusion energy sciences, and high-energy and nuclear physics.  Under this program, Argonne's  Scalable Systems Software Center will produce an integrated suite of systems software and tools for the effective management and utilization of terascale computational resources.  They are developing components for process management, scheduling, performance monitoring, and checkpointing.  These components use XML to talk to each other.  The suite is currently running on a 256-node Linux cluster used for research on scalable systems.  More information can be found at http://www.scidac.org/ScalableSystems/ .
Programming High Performance Applications using Components

Prof. Thierry Priol of the IRISA/INRIA in France first described the Programming Parallel and Distributed Systems for Large Scale Numerical Simulation Applications (PARIS) project and then zeroed in on his particular interest - a project named Padico which is developing a software environment for computation grids. More details can be found at the project web site  http://www.irisa.fr/paris/Padico/ .

He observed that most advanced HPC applications are really collections of interacting smaller applications (or codes).  Hence the system software environment needs to provide good code-coupling tools to provide functionality such as message communications, interpolation, and time management.  He strongly recommends using the CORBA Component Model (CCM) based upon the CORBA 3.0 specification from the Object Management Group (OMG).  He claims that his implementation has low overhead and low latency.  

Useful information about CCM can be found at http://ditec.um.es/~dsevilla/ccm/  and an excellent tutorial on CCM can be found at http://www.omg.org/cgi-bin/doc?ccm/2002-04-01  .
An Interesting Plenary Talk

There was one particularly interesting plenary talk that may lead to some profound consequences in the years ahead.

ORNL-RSH Package and Windows'03 PVM 3.4

Stephen Scott of the Oak Ridge National Laboratory in the U.S.A. observed that "There are a bunch of cycles on Windows desktops out there for the taking".  Addressing corporate desktops, he asked the question "What is the night-time computer power collectively available on all of the administrative machines in a typical enterprise environment?"  Making productive use of the unused computing cycles of thousands of idle networked computers could provide the equivalent computational performance of a very expensive supercomputer.  This concept of "cycle harvesting" has been around for a long time, but has never been practical due to lack of appropriate and efficient tools.  One problem has been that traditional supercomputer users prefer Unix or Linux whereas most corporate desktops use Windows. 

For a long time now, ORNL has provided a free software environment called "Open Source Cluster Application Resources (OSCAR)" to provide this functionality across Unix/Linux networked desktops.  However, they have recently developed "Windows OSCAR" to extend this functionality to the far-more prevalent case of networked desktops using the Microsoft Windows OS.  Stephen described the implementation details and idiosyncrasies of the implementation.  He did comment that there are definite security issues that may need to be addressed.  More information can be found at http://www.csm.ornl.gov/oscar/index.html - although I just noticed that this new development is not yet on the site.

Assessment

I have to be honest and admit that the location (an island that is a ten-minute boat ride from Venice, Italy) was what first drew my attention to this conference.  And I admit that I truly enjoyed the surroundings.  Venice is one of the world's truly unique cities.  But, getting beyond the wonderful location, I was very impressed with the high technical calibre of the leaders, presenters, and attendees at the conference.

I personally have not previously used the PVM and MPI tools in my own parallel processing research, and I used this conference to get brought up-to-speed on the current status of these tools.  I was very impressed at the capabilities of the current developments and I plan to start using many of these tools in my future work.
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Dr. Bromley's tour-of-duty at ONRG completed shortly after this conference.  His new address is:

Dr. Keith Bromley

Code 27305

SPAWAR Systems Center

San Diego, CA  92152

email: keith.bromley@navy.mil
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