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The 2002 IEEE International Conference on Multimedia and Expo was held on 26-29 August 2002 in Lausanne, Switzerland.  It was co-chaired by Prof. Murat Kunt of EPFL in Switzerland and Dr. Pascal Frossard of IBM Watson in the USA – aided by a technical program committee of over 160 international experts.

There were over 550 attendees from 39 different countries – including Australia, Austria, Belgium, Canada, China, Cote d’Ivoire, Finland, France, Germany, Ghana, Greece, Hong Kong, India, Ireland, Israel, Italy, Japan, Kuwait, Macau, the Netherlands, Nigeria, Pakistan, Poland, Portugal, Russia, Senegal, Sierra Leone, Singapore, South Korea, Spain, Sweden, Switzerland, Taiwan, Tanzania, Uganda, Ukraine, the United Kingdom, the United States, and Yugoslavia.

The conference took place amidst the sprawling campus of the Ecole Polytechnique Federale de Lausanne (EPFL) with sessions presented in various buildings that were several minutes walk from each other.  It took attendees some time to “figure out” the geography of the location and to plan their session choices judiciously.

Each attendee received a CD-ROM of the conference proceedings containing all of the presented papers.  There is a conference web site (at http://www.icme2002.org/ ).  There is also a web site ( at http://www.icme2003.org/ ) for next year’s conference in Baltimore, MD, USA.  It is not my intent to review all presentations - but to concentrate on some worthwhile points made by a few.  These points, in my opinion, best illustrate the issues being addressed and the proposed future research directions.  Obviously, my personal interest in the signal-processing technology has colored my selection of presentations to highlight.

Defense Relevance

At first glance, one tends to think of “multimedia” as exclusively encompassing the entertainment industry.  We think of Hollywood extravaganzas incorporating stunning graphics, high-resolution video, and high-quality audio as being what is commonly referred to as “multimedia”.  From this perspective, it is reasonable to ask what is the relevance of this to defense.

The answer is twofold:  Firstly, multimedia requirements are pervasive throughout our military.  Our warfighters need to communicate to each other not only verbal or text messages but also graphics (such as maps or battle sketches), imagery (such as reconnaissance pictures from unmanned aerial vehicles), and audio (such as sensor recordings).  Often, this data is very large and needs to be communicated over limited-bandwidth communications channels – thereby requiring dramatic data compression. Some data might need to be annotated to highlight some feature, and might need to be stored in a database and retrieved using some search criterion based on some video or audio feature.  These are all difficult issues.  Technologies to facilitate all of these were the subjects of presentations at this conference.

A second argument for the relevance of multimedia technologies to the defense community is that we can leverage the technical advances that they make.  In my own field of signal processing, I see that advances in software and hardware designs are being driven not by the radar or sonar communities, but by the internet video gaming communities.  Commercial investment in signal processing technologies to support video games far exceeds DoD investment in signal processing technology to support radar and sonar systems.  Fortunately for DoD, or need for high-bandwidth low-latency communications and computing matches similar commercial gaming and multimedia needs; therefore, we should leverage these developments where appropriate.

List of Conference Sessions

The huge breadth of this field is indicated by the following list of the sessions offered:

Content Delivery Networks and Media on Demand

Video Processing

Robust Media Communications

Indexing and Retrieval

Media on Demand

Multimedia over Wireless
Architectures and Implementation

Encoding of 3D Models for Efficient Delivery

Media Delivery Networks

Adaptive Multimedia Streaming

Object Detection and Segmentation

Facial animations

Compression

Coding and Transmission Formats for 3D Audio

Streaming

Encryption and Watermarking
Algorithms

Interfaces

Middleware

Sports sequence processing

Augmented Reality

Rate-Distortion Optimized Delivery of

Realtime and Streaming Media

3D Processing

Vision-Based Human Machine Interface

Collaborative Environments

Multimodal Processing

Caching
Compressed Domain Processing

Rate-Distortion Optimized Delivery of

Media Apps on GPP

Face Analysis and Recognition

Hardware/Software Implementation

Multimedia Analysis and Databases

Audio Processing

Applications/Systems

Joint Media Processing

Education

Image Retrieval

User Interface
Multimedia Streaming

Benchmarking of Data Hiding Technologies

Learning - Classification Algorithms

Media Processing

Data hiding and watermarking

New Challenges for User Authentication

Error Resilience
Challenging the Mobile Multimedia Frontier

The keynote speech was presented by Dr. Minoru Etoh, the director of the Signal Processing Laboratory at NTT DoCoMo Inc. in Japan.  In a humorous vain, he quipped that his company’s name, DoCoMo stood for “Do Communications over Mobile Networks.”

He pointed out that the cell-phone market for voice is saturated.  In order to grow, communications companies need to add other services (such as multimedia) to these devices.  Such experimentation is being vigorously pursued in Japan.  An interesting statistic is that 6 million of the 12 million Japanese NTT cell phone subscribers have a still camera embedded in their cell phone and regularly transmit 4Kb still images to each other.

A profound observation that Dr. Etoh hammered away at continually in his talk is that mobile content is spatially and temporally localized.  Mobile users on the road need immediate and present information with a simple web browser telling them of traffic congestion ahead or of local up-to-the-minute sports scores.  Content delivery should be adaptive to the environment – not simply video-on-demand.  This insight leads to the technologies currently being developed under the MPEG-7 umbrella.

He showed examples of real video delivered at different transmission rates and compression schemes.  The unavoidable conclusion is that with today’s technology, the quality of video and audio at practical rates is still poor.  (As an experiment, many Japanese could use their video cell phones to see live video of the recent World Cup soccer matches – however the resolution was so poor that most complained that they couldn’t see the ball.)

The communications industry is currently in an era of very limited radio bandwidth.  Therefore there is a great need for advances in multimedia compression algorithms, architectures, and chips.

We need DSP chips to have less than 100 milliwatts of power consumption.  A 2GHz Pentium4 chip consumes about 100 watts and is out-of-the-question for mobile cell/video phone usage.

His conclusion stated that: The “big picture” of today’s communications technology is crystal clear – namely: the telephone is king, and web browsing and email are the “killer apps” of computing and the internet.  However, the picture of tomorrow’s communications market is not clear.  The market is disruptive.  We need to step back and try to understand multimedia better.  Four things are clear in his mind:  First, compression technology is one of the key technologies. Second, structured media will have a major role.  Third, systems need to adapt to the environment.  And, fourth, error control is essential.

Relevance Feedback in Content-Based Image and Video Retrieval

A second keynote speech was presented by Prof. Thomas Huang of the University of Illinois in Urbana-Champaign in the USA.  He addressed the issue of how best to perform query searches in large databases of images and video.  

As a simple example, he posed the following problem:  Use a keyword search to retrieve say 20 images of “sunsets”.  But the type of image features that we desire (such as texture or cloud formations) are hard to put into words, so we can’t simple continue to use textual keyword searches to narrow down our selection to the final picture we want.  However, we can proceed as follows: say we like 5 of the retrieved pictures and we hate another 5 of them.  We can weight the pictures accordingly and do another search.  Hopefully, we would then retrieve 20 pictures that are all of the type of sunset that we want.  The challenge then that Tom and his students have worked on for several years is to design search and retrieval algorithms to perform this type of operation.  He showed numerous examples of how well his systems currently perform using relatively small databases of both still images and movies.

He proceeded to list the challenges ahead in this type of research.  These are the gaps between the present state-of-the-art and where we’d like to be.

1. image understanding and video understanding,

2. audio scene analysis,

3. fusion of multi-modalities (e.g., audio and video and graphics and text),

4. use of unlabeled data.  (When do they help?)

5. incremental learning,

6. data mining (unsupervised search for “interesting” spatial-temporal, audio-visual patterns),

7. how to structure huge image video databases for efficient retrieval,

8. how best to handle “man-in-the-loop situations”, (Totally automated algorithms may be infeasible, so how do we leverage human intelligence to guide the search?)

9. performance evaluation, and

10. what is the “killer app”?  Perhaps medical imaging.

Relevance feedback searches work well if the high-level abstract that we have in mind in our search is highly correlated with the measured low-level image features (e.g., texture, color, layout, shape, etc.)  For example, sunsets (comprised of color = red and  texture = cloudy) work well.  But searching for “handsome” from a set a faces does not work well because we don’t understand the correlation between facial shapes and our abstract concept of “handsome”.

Fast DCT by Table Look-Up

Dr. Robert Kutka of Seimens AG in Munich, Germany presented a novel idea for the efficient computation of the Discrete Fourier Transform (DFT) and the Discrete Cosine Transform (DCT) that I particularly appreciated.  He observed that the coefficient values used for the “butterfly” multiplications in the middle of these algorithms can be thought of as random variables.  If averaged over many trials, their distribution approaches a simple Gaussian function.  The most frequently-addressed values are stored in the middle of the distribution, and the rarely-addressed values comprise the tails of the distribution.  So he conjectured:  “What happens if we simply zero-out the values in the tails?”  We would save memory space by not being required to store them and we would save multiplies since multiplying by zero automatically yields zero.  We would however introduce an error into the result.  But since these coefficients are used only rarely, the size of the error would be small.

His experiments showed that the larger the size of the DFT or DCT (that is, the more trials are run), the narrower the Gaussian function becomes.  The longer the distribution’s tails the more values can be discarded, and therefore less memory needs to be used.  The error introduced by zeroing out rarely used coefficients becomes increasingly small.  There is therefore a complicated trade-off between the error introduced and the reduction in memory size.  Nevertheless, the result is thought provoking and is worthy of further assessment.

Assessment

This conference was extremely useful in bringing together experts from diverse backgrounds and facilitating their interaction to explore this highly diverse field of study

I greatly enjoyed the conference and was impressed with the high technical calibre of the leaders, staff, presenters, and attendees.  As usual, a great deal of very useful information exchange took place over meals and coffee.
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